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[1] A detailed modeling analysis is conducted focusing on nonmethane hydrocarbons and
ozone in three southeast United States national parks for a 15-day time period (14–29 July
1995) characterized by high O3 surface concentrations. The three national parks are
Smoky Mountains National Park (GRSM), Mammoth Cave National Park (MACA),
and Shenandoah National Park (SHEN), Big Meadows. A base emission scenario and
eight variant predictions are analyzed, and predictions are compared with data observed at
the three locations for the same time period. Model-predicted concentrations are higher
than observed values for O3 (with a cutoff of 40 ppbv) by 3.0% at GRSM, 19.1% at
MACA, and 9.0% at SHEN (mean normalized bias error). They are very similar to
observations for overall mean ozone concentrations at GRSM and SHEN. They generally
agree (the same order of magnitude) with observed values for lumped paraffin compounds
but are an order of magnitude lower for other species (isoprene, ethene, surrogate olefin,
surrogate toluene, and surrogate xylene). Model sensitivity analyses here indicate that
each location differs in terms of volatile organic compound (VOC) capacity to produce O3,
but a maximum VOC capacity point (MVCP) exists at all locations that changes the
influence of VOCs on O3 from net production to production suppression. Analysis of
individual model processes shows that more than 50% of daytime O3 concentrations at the
high-elevation rural locations (GRSM and SHEN) are transported from other areas; local
chemistry is the second largest O3 contributor. At the low-elevation location (MACA),
about 80% of daytime O3 is produced by local chemistry and 20% is transported from
other areas. Local emissions (67–95%) are predominantly responsible for VOCs at all
locations, the rest coming from transport. Chemistry processes are responsible for about
50% removal of VOCs for all locations; less than 10% are lost to surface deposition and
the rest are exported to other areas. Metrics, such as VOC potential for O3 production
(VPOP), which links the chemistry processes of both O3 and VOCs and MVCP, are
devised to measure the different characteristics of O3 production and VOCs. The values of
the defined metrics are mapped for the entire modeling domain. Implications of this model
exercise in understanding O3 production are analyzed and discussed. Even though this
study was focused on three United States national parks, the research results and
conclusions may be applicable to other or to similar rural environments in the southeast
United States. INDEX TERMS: 0345 Atmospheric Composition and Structure: Pollution—urban and

regional (0305); 0368 Atmospheric Composition and Structure: Troposphere—constituent transport and

chemistry; 0365 Atmospheric Composition and Structure: Troposphere—composition and chemistry;
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1. Introduction

[2] The distribution of tropospheric ozone (O3) has been a
subject of great interest and concern not only because of
ozone’s deleterious effects on human health and vegetation
but also because of its critical role in atmospheric chemistry.
Ozone is formed from a series of photochemical reactions
among its precursors, primarily nitrogen oxides (NOx) and
volatile organic compounds (VOCs), emitted from both
anthropogenic and biogenic sources [Liu et al., 1987; Trainer
et al., 1987; Lin et al., 1988]. Much effort has been devoted
to understanding the mechanism of O3 production, especially
in urban areas [Trainer et al., 2000]. Many measurement
campaigns and field studies have been conducted to help
understand the chemistry and physics of tropospheric O3

[Apel et al., 1995;Cowling et al., 1998;Meagher et al., 1998;
Aneja et al., 2000a, 2000b, 2000c]. However, because of the
nonlinear relationship between O3 and its precursor species
[Lin et al., 1988; Tonnesen and Dennis, 2000a, 2000b], it is
not easy to understand the mechanism leading to elevated O3

without resorting to a model simulation. A number of air-
quality models, from simple box models [Arya, 1999] to
complex three-dimensional models, have been developed
[Morris and Myers, 1992; Venkatram et al., 1988; Chang et
al., 1987; Lamb, 1986]. A critical component of these models
is how VOCs and oxides of nitrogen (NOx) interact to
produce O3 and other oxidants. Most model mechanisms,
however, were developed and verified against chamber data
for relatively polluted atmosphere. Evaluation of their per-
formance for rural conditions (especially VOC composi-
tions) is very limited.
[3] Since passage of the 1970 Clean Air Act Amendments

(CAAA), regulatory efforts to comply with the 0.12-ppmv
National Ambient Air Quality Standard (NAAQS) for O3

have proved inadequate [National Research Council, 1991;
Dimitriades, 1989; Aneja et al., 1999]. O3 nonattainment
continues to be a problem, especially in the southeast United
States, and is attributed to the oxidation of NOx with the
presence of excessive amounts of biogenically emitted
VOCs such as isoprene (ISOP) [Trainer et al., 1987;
Chameides et al., 1988]. Nonattainment is common in
southeast U.S. rural areas during summer [Chameides et
al., 1997; Heck et al., 1984]. The new 8-hour O3 NAAQS
(0.085 ppm) is likely to bring more suburban and rural
locations into noncompliance [Chameides et al., 1997].
Biogenic VOCs emitted by vegetation [Fuentes et al.,
2000; Fehsenfeld et al., 1992; Lamb et al., 1993] and
anthropogenic VOCs emitted by human activities are both
widely present in rural areas [Kang et al., 2001; Hagerman
et al., 1997]. Previous studies indicate that the influence of
these VOCs on important aspects of atmospheric chemistry
such as O3 production can be significant [Trainer et al.,
1987; Chameides et al., 1988; Liu et al., 1987; St. John et al.,
1998]. Clearly, if O3 concentrations are to be successfully
controlled by implementation of control on primary pollu-
tant emissions, the roles of both natural and anthropogenic
VOCs in these rural areas must be thoroughly understood.
However, our understanding of O3 and VOC budgets in rural

areas is still very limited. Emissions of biogenic VOCs as
well as the roles of both biogenic and anthropogenic VOCs
in O3 production in rural areas are largely uncharacterized
[Guenther et al., 2000].
[4] In order to further investigate impacts of hydrocar-

bons and O3 production in rural areas, this study focuses on
a modeling analysis of O3 and VOCs in three southeast
United States national parks. Our previous study [Kang et
al., 2001] presented a comprehensive analysis of data
collected from the same three parks. Even though previous
studies [Hagerman et al., 1997] claim that the rural areas of
interest in this study are NOx-limited for the formation of
O3, our study indicates a significant contribution from local
VOCs. In order to evaluate the model, we compare model
predictions with measured values. We also examine VOC
emission-perturbation scenarios in the context of model
process budgets to develop insights into the role of VOCs
on O3 concentrations at these rural sites.

2. Description of the Modeling System and
Measurement Data

2.1. Overview of Multiscale Air Quality
Simulation Platform

[5] The multiscale air quality simulation platform (MAQ-
SIP) [Odman and Ingram, 1996; R. Mathur et al., manu-
script in preparation, 2003] is a comprehensive Eulerian
grid model that has also served as a prototype for the United
States Environmental Protection Agency’s (U.S. EPA) Mod-
els-3 concept [Dennis et al., 1996; Byun and Ching, 1999].
The modeling system is configured to include detailed
treatment of horizontal and vertical advection, turbulent
diffusion based on K-theory, gas-phase chemical transfor-
mations using a modified version of the CBM-IV chemical
mechanism [Gery et al., 1989; Kasibhatla et al., 1997],
anthropogenic and natural emissions, dry deposition, and
mixing and attenuation of photolysis rates due to the
presence of clouds.
[6] In this system, temporally and spatially varying emis-

sions of CO, VOCs, and NOx are specified in MAQSIP. The
anthropogenic emissions inventory is the ozone transport
assessment (OTAG) inventory for 1995, which is in turn
derived from the earlier national emissions inventory for
1990 [Houyoux et al., 1996]. Biogenic emissions are
calculated using the U.S. EPA Biogenic Emission Inventory
System 2 (BEIS2) [Geron et al., 1994].

2.2. Chemistry Mechanism

[7] The Carbon Bond Mechanism IV (CB4) used in
MAQSIP is a modified version of that proposed by Gery
et al. [1989]. Modifications reflect our increased understand-
ing of atmospheric chemistry involving the organic peroxy
radicals which form inert organic nitrates [Kasibhatla et al.,
1997] and isoprene chemistry [Whitten et al., 1996].
[8] CB4 lumps organic species according to their carbon-

bond structures. Thus hundreds of organic species are
lumped into a manageable set of chemical reactions that
make it feasible to simulate atmospheric processes within
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the limits of available computing capacity. In the formula-
tion of CB4, organic species are treated in three different
ways: (1) explicitly represented species: formaldehyde
(FORM), ethene (ETH), and ISOP; (2) carbon bond surro-
gates: one-carbon-atom surrogate paraffin (PAR), carbon-
carbon double bonds surrogate olefin (OLE), and -CH2-CHO
surrogate ALD2 (acetaldehyde and higher aldehydes); and
(3) molecular surrogates: TOL (monoalkylbenzene group)
and XYL (dialkylbenzenes and trialkylbenzenes)[for details
please refer to Gery et al., 1989].
[9] For model predictions to be compared with measured

values, the hydrocarbons identified in the measurements
must be lumped according to CB4 mechanism. Table 1
describes a lumping procedure that follows the method of
Gery et al. [1989] for each species identified in our previous
study [Kang et al., 2001].

2.3. Domain Selection of the Modeling System

[10] The modeling domain was chosen so as to adequately
represent conditions at sampling sites in three national parks
[Kang et al., 2001]: Shenandoah National Park (SHEN),
Big Meadows located at 38�3102100N, 78�2600900W with an
elevation of 1073 m, Great Smoky Mountains National
Park Cove Mountain (GRSM) located at 35�4104800N,
83�3603500W with an elevation of 1243 m, and Mammoth

Cave National Park (MACA) at 37�1300400N, 86�0402500W
with an elevation of 219 m. As Figure 1 shows, the domain
of this modeling system consists of 34 � 42 cells using a
36-km horizontal resolution. The vertical domain varying
from the surface to 100 mb is discretized using 22 layers
of variable resolution; the lowest layer has a depth of 38 m.
Since this study focuses on concentration field at the
surface, only concentration fields at the lower 12 layers
of the vertical domain are extracted from the model output.
[11] The time period for the model exercise selected is

from 1200 hours on 14 July 1995 to 1200 hours on 29 July
1995 to comply with measurements that were made during
July when photochemical activity was at a maximum [Kang
et al., 2001]. Time-varying lateral boundary conditions for
various model species were derived from previous model
simulations conducted over the eastern United States for the
study period.

2.4. Measurement Description

[12] One-hour integrated ambient-air samples for deter-
mination of VOCs were collected (a single measurement at
local noon for each day) at the three U.S. national parks
described above during June through July for the year 1995.
Most of the samples were collected in July at 10 m above
the ground. Hourly averaged O3 measurements during this
period are also available. In the analysis of VOC samples,
standards, both for retention time and quantification, were
run routinely, and four internal standards were added to
every chromatographic run to verify performance of the
analytical system [Farmer et al., 1994]. Identification of the
target compounds was confirmed by mass spectrometer
analysis. The method detection limit is 0.10 parts per billion
carbon (ppbC), with an uncertainty of ±20%. Any target
compounds not detected in the sample above 0.10 ppbC
were reported as not detected (ND) and were not included in
any statistical analysis. The quality of the data is further
guaranteed through correlation and ratio analysis. Further
details on the measurement and data analysis can be found
in the work of Kang et al. [2001].
[13] Measured hourly concentrations of O3 are also

extracted from EPA’s Aerometric Information Retrieval
System (AIRS) database for the time period and domain
of model simulations. There are 323 AIRS monitoring
stations that have hourly O3 concentrations within the
modeling domain in 1995. When compared with the model
predictions, AIRS data are averaged over all the stations
which are located in the same model grid cell. Data from the
monitoring locations at the three national parks are not
included in the 1995 AIRS data set.

2.5. Organization of Simulations

[14] To understand the effect of VOC composition and
reactivity on O3 production, we model different emissions-
perturbation scenarios for the same modeling domain.
Analyses of model predictions and model process budgets
from different scenarios makes clear the relative importance
of different contributing factors to local O3 concentrations at
the three national parks.
[15] Table 2 gives the simulation details. Since our

primary concerns in these rural areas are the characteristics
of biogenic hydrocarbons represented primarily by isoprene
(the contribution of terpenes to PAR and OLE can be

Table 1. Lumping of Observed Nonmethane Hydrocarbons

Compounds Lumped Species

Ethane 2PAR
Propene OLE + PAR
Propane 3PAR
Isobutane 4PAR
l-Butene OLE + 2PAR
n-Butane 4PAR
trans-2-Butene 2ALD
cis-2-Butene 2ALD2
3-Methyl-1-butene OLE + 3PAR
Isopentane 5PAR
1-Pentene OLE + 4PAR
n-Pentane 5PAR
trans-2-Pentene 2ALD2 + PAR
cis-2-Pentene 2ALD2 + PAR
2-Methyl-2-butene OLE + 3 PAR
4-Methyl-1-pentene OLE + 4PAR
Cyclopentane 5PAR
2-Methypentane 6PAR
3-Methylpentane 6PAR
n-Hexane 6PAR
cis-3-Hexene 2ALD2 + 2PAR
Methylcyclopentane 6PAR
2,4-Dimethylpentane 7PAR
Cyclohexane 6PAR
2,3-Dimethylpentane 6PAR
Toluene TOL
n-Octane 8PAR
Ethylbenzene TOL + PAR
m-Xylene XYL
p-Xylene XYL
o-Xylene XYL
Nonane 9PAR
Isopropylbenzene TOL + 2PAR
a-Pinene OLE + 8PAR
n-Propylbenzene TOL + 2PAR
1,3,5-Trimethylbenzene XYL + PAR
b-Pinene OLE + 8PAR
1,2,4-Trimethylbenzene XYL + PAR
n-Decane 10PAR
Limoene 2OLE + 6PAR
Undecane 11PAR
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neglected) in the model versus anthropogenic hydrocarbons,
in the simulation design the emissions perturbation factor of
isoprene is changed more often than that of other VOCs.
Each simulation is assigned a name for use in the subsequent
discussion. The perturbation factors represent net reduction
or increase in emissions with respect to the Base Scenario
designated by CS0. Further details on emissions in the Base
Scenario are presented by Houyoux et al. [2000]. The factors
are uniformly applied to all cells in the modeling domain. In
CS1, emissions factors for all species are set to 0, represent-
ing effects of boundary inflow. In CS2, CS3, and CS6,
emissions factors for all VOC species concerned are changed
by�50, +50, and +100% to evaluate the impact of emissions
variation on O3 production. In CS4, CS5, and CS7, emis-
sions factors are set to evaluate the effects of biogenic VOCs

on O3 production. In CS4, the emissions factors for isoprene
are set to 0, while in CS5, only isoprene emissions are
considered and the emissions factor is set to 1; In CS7,
isoprene emissions are tripled to further assess effects of
enhanced isoprene emissions. In CS8, emissions factors are
set to approximately match measured values of major VOC
species at the three monitoring locations.

3. Comparisons Between Measurement and
Model Predictions

[16] Direct comparison between model predictions and
measured values is confounded by several factors. First, the
model yields grid-averaged concentrations that are depen-
dent on the model resolution [Tesche et al., 1998]; whereas

Figure 1. Map of the model domain (36-km grid size) with locations of the three monitoring sites in
national parks.

Table 2. Simulation Details and Motivations

Simulation
Designation

Emissions Perturbation Factors

MotivationISOP PAR ETH OLE TOL XYL

CS0 1 1 1 1 1 1 base scenario
CS1 0 0 0 0 0 0 assess effect of boundary inflow
CS2 0.5 0.5 0.5 0.5 0.5 0.5 assess effect of reduced emissions
CS3 1.5 1.5 1.5 1.5 1.5 1.5 assess effect of increased emissions
CS4 0 1 1 1 1 1 assess effect of anthropogenic emissions
CS5 1 0 0 0 0 0 assess effect of biogenic emissions
CS6 2 2 2 2 2 2 assess effect of doubled emissions
CS7 3 1 1 1 1 1 assess effect of increased biogenic emissions only
CS8 5 1 10 10 10 100 match the measurement

ACH 3 - 4 KANG ET AL.: VOCS AND O3—MODELING AND MEASUREMENTS



individual measurements represent single-point values at the
measuring locations and are easily influenced by local
conditions. Second, the model lumps many organic species
into small sets of manageable species for use as surrogates
for real-world hydrocarbons. Third, while grid-based pho-
tochemical models represent a significant improvement over
the earlier one-dimensional Lagrangian models, they have
several limitations such as uncertainties in the boundary
layer parameterization, representation of clouds, biogenic
emissions rates, etc., which affect the proper representation
of ozone and its precursors locally.
[17] Given the inherent limitations of comparing grid-

averaged model predictions with point measurements and
the limited frequency of available VOC measurements at
these sites (one per day), the comparisons and analy-
sis presented in the subsequent sections attempt to evaluate
the mean chemical characteristics and model performance
at these specific rural locations. Detailed evaluation of
MAQSIP simulations of surface O3 against EPA’s AIRS
data sets for the summer of 1995 can be found in the work
of Kasibhatla and Chameides [2000] and Hogrefe et al.
[2001a, 2001b].

3.1. Observed O3 and Model Predictions

[18] Figure 2 presents predicted daily maximum hourly
O3 concentrations during an episode from 24 to 27 July
1995 for the modeling domain. These dates are late in the
time period of the model run and thus free from the impact
of model initial conditions. High O3 levels appear each day
in the east and northeast regions of this domain, e.g., the
densely populated region. Daily maximum O3 concentra-
tions in the three national parks for this episode range from
46 ppbv (at GRSM on 25 July) to 120 ppbv (at MACA on
25 July). Back trajectory analysis shows that air flows from
southwest to northeast for all three locations during this
time period. Therefore the three national parks are free from
the influence of high O3 concentrations in the east and
northeast regions.

[19] In order to evaluate air quality model performance,
the U.S. EPA stipulated the application of statistical mea-
sures listed in Table 3 to predicted ozone concentrations
[United States Environmental Protection Agency (U.S.
EPA), 1991]. Observation-prediction pairs are often excluded
from the analysis if the observed concentration is below a
certain cutoff; the cutoff levels varied from study to study but
often a level of 40 or 60 ppb is used [Russell and Dennis,
2000; Hogrefe et al., 2001a, 2001b]. Although there is
no objective criterion set forth for a satisfactory model
performance, U.S. EPA suggested values of 5–15% for the
mean normalized bias error (MNBE), 15–20% for the
unpaired peak prediction accuracy (UPA), and 30–35%
for the mean normalized gross error (MNGE) to be met by
modeling simulations being used for regulatory applica-
tions. The values for the MNBE and UPA can be either
positive or negative. The results of model performance
evaluation using the U.S. EPA recommended statistical
measures (with a cutoff of 40 ppb and 15 days of AIRS data
and model predictions) for the three national parks are
presented in Table 4. Only the MNBE value at MACA
moderately exceeds the U.S. EPA suggested values of
5–15%. And also note that all the MNBE values are
positive, implying that the model systematically overesti-
mates O3 concentrations. The MNGE values are all within
the U.S. EPA suggested values of 30–35%. The UPAvalues
indicate that the peak O3 concentrations are underpredicted
at GRSM and SHEN by about 5% but overpredicted at
MACA by 9.5%. The correlation coefficients (R) ranging
from 0.6538 to 0.7089 for the three sites indicate that the
model can capture O3 variation pattern reasonably well.
[20] Figure 3 presents a scatterplot of model predicted

(Base Case CS0 and CS8) versus observed O3 concentra-
tions from AIRS for the three model cells in which the three
monitoring locations are located. For convenience of com-
parison, the linear fitted line, 1:1 line, 2:1 line, and 1:2 line
are also plotted on the plot to indicate the scattering range.
Figure 3 shows that when observed O3 concentrations (CS0)
are less than 40 ppbv, the model tends to overestimate, with

Figure 2. Model-predicted daily maximum O3 concentra-
tions during an episode from 24 to 27 July 1995 for the
modeling domain.

Table 4. U.S. EPA Recommended Evaluation Statistics for Ozone

Predictions

Statistics

Site

GRSM MACA SHEN

MNBE 3.0% 19.1% 9.0%
MNGE 22.9% 28.8% 22.0%
UPA �5.9% 9.5% �5.1%
R 0.6534 0.6769 0.7089

Table 3. Definition of the U.S. EPA Recommended Statistical

Measures

Definition

Mean normalized bias
error (MNBE)

1
n

Pn

i¼1

Cmod x;tð Þ�Cobs x;tð Þ
Cobs x;tð Þ

Mean normalized gross
error (MNGE)

1
n

Pn

i¼1

Cmod x;tð Þ�Cobs x;tð Þj j
Cobs x;tð Þ

Unpaired peak prediction
accuracy (UPA)

Cmod x;tð Þmax�Cobs x;tð Þmax

Cobs x;tð Þmax

Correlation coefficient (R)

1
n

Pn
i¼1

Cmod x;tð Þ�Cmodð Þ Cobs x;tð Þ�Cobsð Þ½ 	

1
n

Pn
i¼1

Cmod x;tð Þ�Cmodð Þ2
� �0:5

�1
n

Pn
i¼1

Cobs x;tð Þ�Cobsð Þ2
� �0:5
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significant number of points beyond the 2:1 line. When the
observed O3 concentrations are greater than 40 ppbv, all the
points scatter around the 1:1 line and all points are within a
factor of 2 in both directions. This is the rationale by which
the cutoff value is selected at 40 ppbv when we calculate the
statistical metric. Compared with the Base Case, CS8 tends
to predict lower O3 concentrations that are in better agree-
ment with observed values, especially when O3 concentra-
tions are low.
[21] Figure 4 presents diurnal variations of O3 concen-

trations of model predicted and measured values from both
the three national parks and AIRS data within the grid cell
containing the national park sites averaged over the mod-
eling period for each hour. At GRSM, predictions and
measured values are in good agreement during daytime
with slight difference during nighttime. At SHEN, predic-
tions are in better agreement with measured values from the
national park than with AIRS data except for the midday
period (1000–1700 hours). At GRSM and SHEN, the two
high-elevation locations, diurnal changes in measured val-
ues are quite small or insignificant and the model seems to
capture this pattern reasonably well. The daily averaged
values of both predicted and measured at the parks are
almost the same (for instance, at SHEN, 61.03 and
60.70 ppbv, respectively). The significant diurnal cycle of
AIRS data at SHEN is due to the fact that there are only a
few low-elevation urban locations included. However, the
situation at MACA is quite different. Both model predic-
tions and measured values have a significant diurnal
variation with higher values during daytime and lower
values during nighttime. The model tends to overestimate
both daytime and nighttime values, with a larger margin
during nighttime. The predictions more closely match
measured values from AIRS data than those at the park
in both variation pattern and magnitude. The measured
values at the park show significant diurnal variations with
very low values during night (only a few ppbv that is even
lower than O3 levels in clean atmosphere). The low con-

centrations of O3 are likely caused by low nighttime
inversion in the river valley and nighttime deposition
[Altshuller, 1986]. Clearly, model resolution is not fine
enough to simulate the situations at this specific location.

3.2. Observed VOCs and Model Predictions

3.2.1. Concentrations
[22] Figure 5 shows the time series of both model

predicted and observed concentrations for 6 model species
at different locations. The observed values stand for hourly
integrated mean concentrations from 1200 to 1300 LT, and
the model predictions are the mean concentrations at hour
1200 and 1300 (LT) on the same days when observations
are available. Listed simulation scenarios are CS0 (Base
Scenario), CS3 (factor = 1.5), CS6 (factor = 2), CS7 (ISOP
factor = 3, the rest 1), and CS8 (factors: ISOP 5, PAR 1,
XYL 100, and all the others 10). Except CS0, all the other
simulation scenarios have increased VOC emissions com-
pared with CS0. At all locations, the Base Scenario (CS0)
significantly underpredicts isoprene concentrations. The
observed isoprene concentrations are between the values
predicted by CS7 and CS8 except the one on 23 July at
GRSM; it is a good match between observed concentrations
and the predicted values by CS8 at MACA even though
most of the observed concentrations are still higher than the
predicted ones by this scenario; however, at SHEN, the
observed isoprene concentrations match the predicted val-
ues by CS7 better than any other scenarios. In general, the
Base Scenario underpredicts isoprene concentrations with a
factor of about 3–5 at the three locations. As Guenther et al.
[2000] points out, a factor of 3 is probably a reasonable
estimate of the uncertainty associated with annual biogenic
emissions for the contiguous United States, but predictions
for specific times, locales, and compounds can be much
more uncertain. The lower isoprene predictions may be
attributed to three possible effects: (1) biogenic hydrocar-
bons emissions for this area are probably underestimated;
(2) model resolution is not fine enough to adequately

Figure 3. Scatterplot of model predicted (MOD) versus observed (OBS) O3 concentrations for all three
national parks.
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simulate the complex terrain effects; (3) reactivity of iso-
prene makes its spatial distribution more uneven.
[23] As Figure 5 shows, the model predicted and observed

distributions of anthropogenic VOC concentrations vary
both in species and in location (anthropogenic species are
not shown for SHEN because anthropogenic VOCs are
considered to be contaminated at this site in 1995; see
Kang et al. [2001]). The single-bonded one atom surrogate,
PAR, is the species whose predictions have closer agree-
ment with observations compared to the other species, and
the difference between predications and observations are
within a factor of 2 at GRSM and within a factor of 2 for
more than half of the points and a factor of 3–5 for the rest
at MACA (the largest increase in PAR emissions is a factor
of 2). The Base Scenario significantly underpredicts all
anthropogenic species except PAR. However, an increase
by a factor of 10 (CS8) for ETH seems too high at GRSM,
but reasonable at MACA. The predictions for OLE by CS8
are a good match at GRSM but are still too low at MACA
for 4 of the 12 data points. Notice that the variation pattern

of PAR is very similar to OLE at MACA and the higher
concentrations on 19–22 July may be indicative of local
pollution events. The molecular surrogate TOL is over-
predicted by CS8 at GRSM, but it is a good match at
MACA. Even though the predictions of XYL in the Base
Scenario are almost 100 times lower than observations, a
systematic increase in XYL emissions throughout the
domain by a factor of 100 seems too high compared to
the observed values.
[24] Through the above analysis, it is apparent that the

daily averaged base O3 predictions are comparable with the
measured values, with a tendency to overpredict during
the daytime and underpredict at night. However, measured
isoprene values are generally higher than base predictions
by a factor of 3–5. Besides O3, PAR is the species whose
base predictions have closer agreement with measured
values compared to the other species. This is because
PAR mostly consists of anthropogenic hydrocarbons, which
are less reactive under normal conditions than other species,
and hence PAR is more evenly distributed spatially. For all

Figure 4. Model-predicted and observed average diurnal variations of O3 concentrations. MOD, model
predictions; OBS, observed values at the parks; AIRS, data from EPA’s AIRS data set.
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other species, including ETH, OLE, TOL, and XYL, the
base model predictions are much lower than measured
values. All of these are composed of mainly reactive
anthropogenic hydrocarbons, whose higher measured val-
ues may indicate the influence of local sources which are
not adequately resolved by the model. The discrepancy may

also be attributed to the inaccuracy of the emissions
inventory of organic species used by the Base Scenario as
Henry et al. [1997] reported and to the intrusion of the
emissions of the Canadian wildfires during the modeling
period as reported by McKeen et al. [2002]. Furthermore,
the 36 km � 36 km grid-averaged values may not represent

Figure 5. Time series of model-predicted and observed lumped species. CS0, CS3, CS6, CS7, and CS8
are simulation scenarios and OBS is observation. The title of each figure contains the name of the lumped
species and the name of the location separated by a dot.
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the point measurements. The comparison of predictions
with limited available VOC measured values at these sites
indicate that though the model does not capture the absolute
concentrations of individual VOC species when paired in
space and time, the predicted values are within the measured
diurnal variation range at these sites.
3.2.2. Reactivity
[25] An important aspect of the role of VOCs in atmo-

spheric chemistry is their individual reactivity. The relative
importance of any VOC species in oxidant chemistry is
limited by its rate of reaction with OH to produce highly
reactive organic peroxy radicals (RO2). Since the reactivity of
individual species may vary by orders of magnitude, a
concentration-based analysis may not always indicate the
relative importance of a VOC species because a relatively
abundant species may not be as reactive as other less-
abundant species. On the other hand, comparing predictions
of the relative reactivity of each species with measured values
may provide valuable information about model performance.
[26] Mathur et al. [1994] define a reactivity-weighted

organic (RWOG) based on the typical reaction between a
VOC species (relative humidity, RH) of concentration Cj

and OH,

RHþ OH ! R � þH2OðR1Þ

as

RWOG ¼
XN

j

KOH jð ÞCj; ð1Þ

where N is the number of organic classes (explicit
compounds and generalized reactivity classes) in the

chemical mechanism and KOH( j) is the rate constant of
the reaction between OH and the organic species ( j), taken
at 298�K. Figure 6 presents the relative contributions of
various VOC species to RWOG (here RWOG includes
ethene, isoprene, PAR, OLE, TOL, and XYL) for both
model predictions (Base Case, midday values) and
measured values at GRSM and MACA. In general, both
predictions and measured values share the same variation
pattern across all the species and are comparable for each
species at both locations. The mean fractional contributions

Figure 6. Fractional contributions of various hydrocar-
bons to total organic reactivity (RWOG). The vertical bars
are the range of maximum and minimum contributions.

Figure 5. (continued)
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of isoprene to RWOG for both predictions and measured
values are more than 75% (at GRSM, the mean contribu-
tion for the measured value is 91.6%, and that for the
prediction is 83.5%; at MACA, the values are 88.5 and
74.7%). As Figure 6 indicates, the predicted fractional
contribution of PAR is about five times greater than the
measured values at both sites (even though the predicted
PAR concentrations match the observed values within a
factor of 2 (Figure 5), the predicted fractional contribution
of PAR to RWOG is much higher than observed value due
to the lower predicted RWOG). But measured OLE and
XYL fractional contributions to reactivities are slightly
greater than prediction. The measured and predicted
fractional contributions for TOL and ETH at both locations
are not significantly different; all are less than 1%. In any
case, the fractional reactivity contributions from isoprene
and PAR combined exceed 95% of the total aggregated
reactivity. These results indicate that even though the model

does not capture the midday concentrations for each
individual VOC species, it captures their relative contribu-
tions to the total VOC reactivity. One should be aware,
however, that model resolution [Tesche et al., 1998],
lumping procedure, and accuracy of the emissions data may
influence these results.

4. Sensitivity of O3 Production to VOCs and
Process Analysis

4.1. Ozone Concentrations in Different Scenarios

[27] Figure 7 presents variation of mean daily maximum
O3 predictions with RWOG for different scenarios at the
three locations. For comparison, the measured values are
also shown. As expected, the scenario (CS1) in which
emissions for all VOC species are set to 0 gives the lowest
O3 concentrations at all three locations. As VOC emissions
factors increase from 0 to 2.0 (CS1, CS2, CS0, CS3, and

Figure 7. Variations of mean daily predicted and observed maximum O3 concentrations with RWOG.
OBS is observation. At SHEN the observed RWOG that is represented by an open circle is an estimated
value based on isoprene and other hydrocarbons due to considered contaminations to anthropogenic
hydrocarbons.
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CS6), the daily maximum O3 prediction also increases, but
nonlinearly. From CS1 to CS2, the increment plays a larger
role than it does from CS2 to CS0; that is, the increment
from 0 to 0.5 VOC plays a larger role than that from 0.5 to
1.0 VOC. There is no significant change in O3 concentra-
tion when the VOC emission factor further increases to 1.5
and 2.0, especially at GRSM and SHEN. CS5 (in which
only isoprene is emitted; factor = 1) and CS0 (Base
Scenario) predict very similar daily maximum O3 concen-
trations, indicating that isoprene plays a major role (>90%)
in O3 production in these locations. However, CS1 (no
VOCs) and CS4 (no isoprene but other VOCs = 1) show
that O3 production is still significant (mean daily maximum
concentrations increased by 7–11 ppbv). This implies that,
when isoprene is absent, other VOC species contribute
significantly to O3 production (on average, isoprene emis-
sions rates are 2–4 times higher than other VOCs at the
three locations). As Figure 7 indicates, in CS8, daily
maximum O3 predictions are significantly reduced com-
pared to other scenarios at all three locations, and of
different magnitude at each location. The mean daily
maximum O3 prediction at GRSM is 5.2 ppbv lower than
predicted by CS1, and 15.6 ppbv (20.4%) lower than CS0.
This signifies that, at this level of VOC emissions, O3

production is suppressed by the presence of extra VOCs.
The observed values at the three locations fit well on the
simulated trends except that the RWOG value is only the
best estimated value based on isoprene and other hydro-
carbons because PAR and OLE are considered contaminated,
as mentioned above. In terms of RWOG at the three
locations, the observed values are somewhere around the
model predictions in the scenarios 7 and 8, and this further
proves Henry et al. [1997]’s observation that the emissions
inventory of organic species used in the model Base Scenario
is indeed lower than observed values.
[28] In a field study for VOCs and O3 in a suburban area

of North Carolina, M. Das et al. (Vertical distribution of
VOCs and ozone observed at suburban North Carolina and
estimation of OH-densities from vertical profile, submitted
to Journal of Atmospheric Chemistry, 2003, hereinafter
referred to as Das et al., submitted manuscript, 2003) also
observed that O3 is produced at lower levels of VOCs
(<60 ppbC) but destroyed at higher levels. In the literature,
the ozone-production mechanism is often illustrated using
ozone isopleths [Dodge, 1977]. When the ratios of non-
methane hydrocarbon (NMHC, the sum of model species
PAR, OLE, TOL, XYL, ETH, and ISOP for this study) to
NOx are larger than certain values (15:1 in the empirical
kinetic-modeling approach), the maximum O3 concentration
is not very sensitive to the hydrocarbon concentrations.
As Table 5 indicates, except for CS1, the NMHC/NOx ratios
for all other scenarios, including the Base Scenario, at
all the three locations are within the NOx-limited region
on the ozone isopleths. Tonnesen and Jefferies [1994]
show through ozone-isopleths diagrams that within the
NOx-limited region, O3 production decreases slightly as
VOC increases due to increased reaction of RO2 with
NO2 to produce stable nitrogen products that result in fewer
NO-to-NO2 conversions per initial NOx. In the CB4 mech-
anism [Gery et al., 1989], two universal peroxy radical
operators, XO2 and XO2N, are used as surrogates for
organic peroxy radicals that are produced by the oxidation

of anthropogenic and biogenic hydrocarbons, mainly
including the following reactions

ISO3þ NO ! ISNðR2Þ

ISO4þ NO ! ISNðR3Þ

ISNTþ NO ! DISNðR4Þ

MV1þ NO ! MVNTðR5Þ

BZO2þ NO2 ! PBZNðR6Þ

PHOþ NO2 ! NPHNðR7Þ

CROþ NO2 ! NCRE;ðR8Þ

where ISO3 and ISO4 are isoprene O-adducts, ISN and
ISNT are nitrates of isoprene, DISN is dinitrate of isoprene,
MV1 is methylvinyl ketone OH-adduct, MVNT is methyl-
vinyl ketone nitrate, BZO2 is peroxybenzoyl radical, PBZN
is peroxybenzoyl nitrate, PHO is phenoxy radical, NPHN is
nitrophenol, CRO is methylphenoxy radical, and NCRE is
nitrocresol.
[29] Reactions (R2)–(R5) are isoprene reactions, and

reactions (R6)–(R8) are reactions for aromatic surrogate
TOL. The typical rate constants for all these reactions are in
the range of 
10�11–10�12 cm3 molecule�1 s�1, which are
comparable to most of the VOC and OH reactions and
inorganic reactions of NO and NO2. All these nitrate
compounds formed in these reactions are stable under
normal atmospheric conditions and may be eventually
removed through gas and/or aerosol deposition. Model
results show that with the increase of VOCs (primarily
ISOP) the mean reduction of NO is from 38% (CS3) to 68%
(CS8) and the mean reduction of NO2 is from 12% (CS3) to
35% (CS8) for the three locations studied. Correspondingly,
the surrogate operators XO2N and XO2 increase from 91%
(CS3) to 165% (CS8) and from 83% (CS3) to 182% (CS8),
respectively. The significant reduction of NOx due to
increased VOC concentrations (especially ISOP) is the

Table 5. Averaged Daytime NMHC/NOx Ratio (ppbv/ppbv) Over

Entire Model Perioda

Scenario GRSM MACA SHEN

CS0 118.73 18.49 58.24
CS1 9.66 4.00 1.48
CS2 60.70 10.85 27.88
CS3 176.58 26.51 88.96
CS4 62.69 11.59 25.99
CS5 54.87 9.98 27.04
CS6 233.34 34.67 119.67
CS7 201.88 31.48 108.75
CS8 361.00 61.19 212.81
aNMHC, nonmethane hydrocarbons, is the sum of model species PAR,

OLE, TOL, XYL, ETH, and ISOP.
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primary reason of reduced O3 production at higher VOC
(primarily ISOP) emissions. However, in NOx-rich envi-
ronment, this effect is not significant. Only when the
reduction of NOx reaches the level where O3 production is
dependent on NOx availability does this effect become
significant, such as at GRSM and SHEN.
[30] If the modified CB4 mechanism [Gery et al., 1989;

Kasibhatla et al., 1997] is meant to imply hydrocarbon/O3

chemistry, then O3 is indeed reduced by increasing certain
hydrocarbons under certain conditions. It must be noted that
the emissions factors in CS8 are chosen arbitrarily for all the
cells in the modeling domain based solely on analysis of the
measured values at the three locations; even for the three
locations, each has its own unique characteristics for each
VOC species, and the designated emissions factors are only
an approximation.
[31] Figure 8 shows the relationship between mean pre-

dicted O3 concentrations and mean VOC emissions for the
entire modeling period (both are averaged for each scenario
and each point on the figure corresponds to a scenario). It is
obvious that VOC emissions have significant influence over
O3 concentrations at each location, and all plots have
maximum points.
[32] If we define maximum VOC capacity point (MVCP:

the point where any addition of VOCs reduces O3 concen-
trations) as

MVCP ¼ VOC emission kgC=km2h
� �

when
d O3½ 	

d VOC½ 	e
¼ 0; ð2Þ

where [O3] is O3 concentration, and [VOC]e is VOC
emissions (kg C/km2 h), then the MVCPs are 1.59 (GRSM),
2.61 (MACA), and 2.02 (SHEN) kg C/km2 h. MVCP may
be interpreted for the fixed NOx emissions level of the Base
Scenario to mean that O3 concentrations increase with the
increasing VOC emissions before this point, and decrease
after that point. In the decrease phase, O3 production is
inhibited by the lack of NOx. For the Base Scenario, only
the conditions at GRSM can be considered to be NOx-
limited in terms of O3 production as other studies have
suggested because O3 production has reached its maximum
with regard to VOC emissions (its MVCP point has the

same emissions as the Base Scenario). Both MACA and
SHEN in the Base Scenario have not reached their MVCPs,
so any additional VOC emissions at these two locations
may increase O3 concentrations.
[33] To put the three national parks into perspective,

Figure 9 gives the relative MVCP (RMVCP) values for
the entire modeling domain. RMVCP is defined as the
difference between the MVCP and the VOC emissions rate
at Base Scenario. RMVCP can be positive, zero, or nega-
tive. A positive value indicates that the MVCP point is
reached at an emission level greater than the Base Scenario;
a zero value indicates that the MVCP is just the emission
level of the Base Scenario; and a negative value indicates
that the MVCP has been reached before the emissions level
reaches that of Base Scenario. If the emission rate of the
Base Scenario for both NOx and VOCs reflects the reality,
then a negative or zero RMVCP indicates that O3 produc-
tion at this location (blue and some of the green areas in
Figure 9) is limited by the availability of NOx. In Figure 9,
MVCP points are never reached for the regions shaded red
within the emissions perturbation schemes devised in this
study. The regions are usually urban locations such as New
York and Chicago areas where there are large NOx emis-
sions and locations over sea where little VOC emissions
exist. In these regions, VOCs are highly productive to
produce O3 (NOx is also productive in the locations over
sea due to its low concentrations). The implication of
Figure 9 is that in the blue or green regions the effective
way to control O3 is to reduce NOx emissions. As discussed
earlier, the actual measured VOC concentrations are higher
than the predicted by the model Base Case in the three
national parks, thus O3 production in these areas is all in the
negative RMVCP region. It seems that the effective way to

Figure 8. Variations of mean O3 concentrations with mean
VOC emissions. Note that both O3 concentrations and VOC
emissions are averaged over the whole modeling period for
each scenario.

Figure 9. Map of mean relative MVCP (RMVCP).
Relative MVCP = The MVCP point defined in the text,
VOC emissions in Base Scenario. Positive values indicate
that with increase of VOC emissions above Base Scenario,
O3 concentration will increase. Negative values indicate that
the MVCP point has been reached before the emissions level
for Base Scenario and at the Base Scenario emissions rate,
O3 concentration has decreased. The MVCP points are never
reached within the designed emissions perturbation scheme
in the red areas. VOCs are highly productive in these areas.
Plenty of NOx exist to assist VOCs in producing O3.
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reduce O3 in these national parks is to reduce NOx.
However, since NOx concentrations are already low at the
two high-elevation locations (GRSM and SHEN), except at
MACA O3, concentrations can be reduced by the reduction
of NOx emissions; it is not an effective way to reduce O3

production at GRSM and SHEN by reducing NOx. As we
will see in the following discussion, local production is less
than half of the O3 budget at GRSM and SHEN, thus any
local control strategy may not be effective.
[34] As discussed earlier, when using ozone isopleths, if

VOC is increased within NOx-limited area, O3 concentration
usually levels off, but it is not predicted to decease as
suggested by the MVCP. However, at all the three park
locations and in other regions in Figure 9, our analysis
strongly signifies the existence of MVCP, and it is suggested
by observations (Das et al., submitted manuscript, 2003).
This implies that the conditions under which O3 isopleths are
obtained are different from the conditions in this study. As
already discussed, highly reactive VOCs (especially iso-
prene) help reduce NOx concentrations, which under NOx-
scarce environment suppresses O3 production.

4.2. Process Budgets

[35] In the MAQSIP model each of the physical and
chemical processes is cast into modules following the
time-splitting approach. Each process module operates on
a common concentration field, making it possible to analyze
budgets of modeled species by examining the contribution
from each modeled process. In this study, we analyze model
budgets in terms of various physical/chemical processes
such as chemistry, horizontal and vertical advection, hori-
zontal and vertical diffusion, dry deposition, and emissions
based on the Base Scenario (CS0). Not all of these pro-
cesses can be equally weighted in the budgets of ozone and
different VOC species. The vertical budget of each process
(Bi) is the weighted contribution from each layer and is
calculated as follows:

Bi ¼

PN

j¼1

sj�1 � sj
� �

Cj

PN

j¼1

sj�1 � sj
� � ; ð3Þ

where s represents the vertical coordinate system, sj is the
boundary s value of the jth layer, Cj is the contribution of
the process (ppbv/h) at jth layer, and N is the number of
vertical layers (N = 12 in this calculation).
4.2.1. Modeled Ozone Budgets
[36] Five processes, chemistry, horizontal advection, ver-

tical advection, vertical mixing, and deposition, have a
significant effect on modeled O3 budgets in this modeling
study. Figure 10 presents the average contributions of each
process to the modeled daytime O3 budget across the
modeling period as well as the whole vertical modeling
domain for each location. For all locations, both chemistry
and horizontal advection contribute to the local O3. Also,
note that positive contribution (accumulation) is not bal-
anced by negative contribution (removal) at each location,
especially at MACAwhere O3 accumulation is much higher
than its removal. The difference between accumulation and
removal reflects the average net O3 production or destruc-
tion at the location. For instance, there is an average net O3

production rate of 3.52 ppbv/h at MACA, but an average net
O3 destruction rate of 0.18 ppbv/h at GRSM.
4.2.2. Modeled VOC Budget
[37] Figure 11 shows VOC budgets for each location. Six

processes are included: chemistry, emissions, horizontal
advection, vertical advection, vertical diffusion, and dry
deposition This budget picture indicates that even for these
rural locations, local emissions account for most of the
VOC concentrations and the impact of long-range transport
plays only a smaller role in regulating the local VOC
concentrations. Unlike O3 budgets, the positive and nega-
tive contributions for VOC budgets are almost balanced at
all locations.

4.3. Chemistry Processes

[38] Chemistry processes are important to both O3 and
VOCs local budgets in the areas studied. Even O3 transported
to the area is also produced through photochemistry processes
somewhere in the atmosphere. VOCs are predominantly
emitted locally and about half consumed by chemistry and
about 33–50% exported to other areas. Most of the exported
VOCs are removed by various chemistry and photochemistry
processes sooner or later. Therefore it is necessary to further

Figure 10. Model O3 budgets over entire modeling period
averaged for the photochemically active period of the day
(1000–1700 hours). DDEP, deposition; VDIF, vertical
diffusion; VADV, vertical advection; HADV, horizontal
advection; CHEM, chemistry.

Figure 11. Mean VOC budget over entire modeling period
for the photochemically active period of the day (1000–
1700 hours). DDEP, dry deposition; EMIS, emissions;
VDIF, vertical diffusion; VADA, vertical advection; HADV,
horizontal advection; CHEM, chemistry.
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analyze the chemistry processes. The magnitude of O3

chemistry budget represents the net ozone produced through
local photochemical processes. During the photochemically
active period of the day (1000–1700 hours), the value is
always positive. The magnitude of VOC chemistry values
represents how much VOCs has been removed through local
chemical and photochemical processes. The value is always
negative, meaning that VOCs are consumed.
[39] Figures 12 and 13 present mean daily total O3

production by chemistry (PO3
) and mean VOC loss (LVOC)

due to chemistry during the photochemically active period
of the day (1000–1700 hours) over the entire modeling
period for each scenario, respectively. Each location has its
own characteristics in terms of the intensity and variation
trend with different scenarios. Of the three locations,
MACA consistently has the largest PO3

, GRSM the least,
with SHEN in between. However, the largest LVOC always
appears at SHEN. For most of the scenarios, the LVOC
values are smallest at GRSM and in between at MACA. As
discussed earlier, reactive VOCs react not only with OH to
produce O3 but the intermediate products of VOCs react
also with NOx as well. The explanation of higher VOC
chemistry but lower O3 production due to chemistry at
SHEN lies in the fact that reactive VOC species are a larger

share of total VOCs and NOx concentrations are lower at
this location than at MACA. Referring back to Figure 5, we
find that isoprene concentrations at SHEN (mean midday
concentration: 3.36 ppbv) are indeed much higher than
those at MACA (mean midday concentration: 0.78 ppbv).
[40] The relationship between net O3 production (PO3

)
and VOC loss (LVOC) due to chemistry at the three locations
is presented in Figure 14. The last scenario, CS8, is not
included because this scenario significantly reduces O3

production at all three locations. Note that VOCs are
consumed in VOC chemistry, but O3 is produced in O3

chemistry (for convenience sake, the negative sign of the
VOC chemistry term is dropped). It is clear that the
consumption of VOCs contributes to an approximately
linear increase in O3 production at all three locations, but
their actual relationship varies from location to location.
[41] We define a new term called VOC potential for O3

production (VPOP) as

VPOP ¼ dPO3

dLVOC
: ð4Þ

VPOP is a measure of the change in O3 production per unit
change of VOCs consumed or, in other words, the O3

Figure 12. Model-predicted mean daytime O3 production by chemistry (PO3
). Daytime O3 production is

the average of hourly O3 production from 1000 to 1700 hours on the day.

Figure 13. Model-predicted mean daytime VOC chemistry (LVOC). Model output from 1000 to 1700
hours of each day is used to calculate the mean, and the negative sign is dropped. Error bars are the
standard deviations.
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production efficiency of VOC chemistry. It represents the
slope of the best fitted regression line through the data in
Figure 14.
[42] From Figure 14, the VPOP values are 0.065

(GRSM), 0.36 (MACA), and 0.11 (SHEN) ppbv O3 per
ppbv VOCs. Thus one ppbv VOCs consumed produces
5.5 times more O3 at MACA than at GRSM. It is interesting
to note that if VOC chemistry is zero, values for O3

production due to chemistry are similar at all three locations
(3.1–4.4 ppbv/h). These may represent background O3

production from inorganic reactions such as CO and CH4

[Goldan et al., 2000].
[43] VPOP values for the entire modeling domain are

presented in Figure 15. Larger VPOP values are found in
the northwest region of this domain as well as in the
southeast region over the ocean corresponding to lower
VOC emissions. Figure 15 gives the relative importance of
VOCs in O3 production, and this implies what the effective
ways are to control O3. In regions with higher VPOP values,
it may be more effective to control O3 by reducing VOC
emissions; on the other hand, lower VPOP values generally
mean that local O3 production is low due to reactions of
VOCs, and hence it may not be effective to control O3 by
reducing VOCs.

5. Conclusions and Implications

[44] The air-quality model MAQSIP is shown to predict
O3 concentrations with an overall uncertainty of less than
30% and daily average O3 concentrations with even less
uncertainty. The diurnal variation patterns at both low- and
high-elevation locations are simulated reasonably well by
the modeling system. Limited comparisons between pre-
dicted and measured VOCs indicate that the predictions of
VOC species concentrations are less successful. Out of six
nonmethane hydrocarbon species, PAR is best predicted
within a factor of 2 in most cases, followed by isoprene
being underestimated by a factor of 3–5. Most other species
are predicted at about one order of magnitude lower than
observed values. However, the fractional reactivity of the
various VOC species is captured properly by MAQSIP. The
comparison of the observed and model-predicted RWOG
suggests that the model Base Scenario underestimates
RWOG by a factor of 3–10 for the three locations studied.
[45] Model predictions show a MVCP, that is, the point at

which further addition of VOCs reduces O3 concentration at

all locations. Among the three locations, model calculation
suggests that the largest O3 production due to local chem-
istry processes occurs at MACA and is almost double that at
GRSM or SHEN. Even with the Base Scenario, which
underestimates the emissions of most of the reactive VOC
species, the MVCP appears to have been reached at GRSM.
If we consider CS8 to be scenario closest to observed values
at each location, then VOCs are all chemically saturated in
terms of O3 production at all locations and can lead to
reduced O3 production with further increase in emissions.
[46] The intensity of the VOC chemistry process, which

ranks SHEN first, MACA second, and GRSM last, is a
measure of how actively VOCs participate in local chemical
reactions. The VPOP, which is three and six times greater at
MACA than at SHEN and GRSM, respectively, measures
the efficiency of O3 production due to the chemistry process
of VOCs. These two metrics can be used to quantitatively
evaluate the relative strength of chemistry process and O3

production at a location. The map of VPOP for the entire
modeling domain present a clear picture of relative O3

productivity and intensity of chemistry processes. Within
the context of the entire modeling domain, all three national
park locations are at the lower side of all these metrics.
[47] Model sensitivity and budget analyses indicate that

more than half of the local O3 is transported from other areas
for the two high-elevation sites (GRSM and SHEN) and just
20% for the low-elevation site (MACA); local chemistry or
photochemical reactions contribute 26–43% of the local O3

at GRSM and SHEN and 81% at MACA. Vertical transport
and dry deposition are responsible for removal of O3 from
atmosphere. Local emissions contribute 67–95% of VOCs,
with the remainder attributed to advection and diffusion
processes. About 50% of the VOCs are consumed by local
chemistry processes, 30–50% by horizontal or vertical
transport, and less than 10% by dry deposition. The relative
capacity of local O3 production is closely related to the
characteristics of VOCs at each location. For instance,
compared with GRSM and SHEN, higher local O3 produc-
tion at MACA is also signified by its higher values of VPOP
and MVCP, and the values of these metrics at a location are
in turn dependent on NOx levels of this location.

Figure 14. O3 chemistry and VOC chemistry (the negative
sign for LVOC is dropped).

Figure 15. Mean VPOP values over the entire modeling
domain.
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[48] This study has several important implications. There
are distinctive characteristics of O3 distribution, transport,
and production for locations with different elevation. In
areas where transport dominates local O3 production, the
most effective strategy is to reduce O3 levels in the source
areas from which it is transported. However, in areas that
O3 is predominantly produced locally, reducing NOx or
VOC levels according to their characteristics in the loca-
tion may help reduce values of VPOP and MVCP, and
thus reduce the capacity of O3 production. The existence
of MVCP points, which is contrary to previous under-
standing of the atmospheric chemistry of O3 production,
implies that large amounts of reactive biogenic VOCs that
often exist in densely vegetated environments during
summer, may help regulate O3 levels under NOx-limited
conditions.
[49] Further research is needed to improve the emissions

inventory, reduce large uncertainty in biogenic emissions,
and more fully account for locally emitted VOCs. Further
model sensitivity analysis is also needed to take into
consideration the effect of NOx, CO, and other species.
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